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Abstract

This paper deals with the asymptotics of the ODE’s flow induced by a regular vec-
tor field b on the d-dimensional torus R%/Z?. First, we start by revisiting the Franks-
Misiurewicz theorem which claims that the Herman rotation set of any two-dimensional
continuous flow is a closed line segment of R?. Various general examples illustrate this
result, among which a complete study of the Stepanoff flow associated with a vector
field b = a ¢, where ( is a constant vector in R?. Furthermore, several extensions of the



Franks-Misiurewicz theorem are obtained in the two-dimensional ODE’s context. On the
one hand, we provide some interesting stability properties in the case where the Herman
rotation set has a commensurable direction. On the other hand, we present new results
highlighting the exceptional character of the opposite case, i.e. when the Herman rotation
set is a closed line segment with Og2 at one end and with an irrational slope, if it is not re-
duced to a single point. Besides this, given a pair (u, ) of invariant probability measures
for the flow, we establish new Fourier relations between the determinant det (//ﬁ)( J)s 13?)(1{7))
and the determinant det (4, k) for any pair (j, k) of non null integer vectors, which can
be regarded as an extension of the Franks-Misiurewicz theorem. Next, in contrast with
dimension two, any three-dimensional closed convex polyhedron with rational vertices is
shown to be the rotation set associated with a suitable vector field b. Finally, in the case
of an invariant measure p with a regular density and a non null mass p(b) with respect
to b, we show that the homogenization of the two-dimensional transport equation with the
oscillating velocity b(z/¢) as € tends to 0, leads us to a nonlocal limit transport equation,
but with the effective constant velocity p(b).

Keywords: ODE’s flow, asymptotics, invariant measure, rotation set, Fourier coefficients,
homogenization, transport equation

Mathematics Subject Classification: 34E10, 37C10, 37C40, 42B05

1 Introduction

Let b be a C'-regular d-dimensional vector field defined on the torus Yy := R?\ Z<. In this
paper, we study the asymptotics of the associated ODE’s flow X (-, x) for z € Y, defined by

0X
St =X (L2), teR (1)

X(0,z) =x.
Our aim is to characterize the best as possible the asymptotics of the flow X, and among other
the set p(b), according to Misiurewicz and Ziemian [26, (1.1)], composed of all the limit points
related to the sequences

X(tn, xn)

; for any ¢, > 0, and any x, € Yj. (1.2)

By virtue of [26, Theorem 2.4, Remark 2.5, Corollary 2.6] it turns out that the convex hull
of p(b) agrees with the Herman rotation set C, [19] composed of the vector masses

u@zﬁmmmx (1.3)

with respect to the probability measures p on Yy which are invariant for the flow, i.e. for any
continuous function ¢ in Yy,

vieR [ X)) = [ ole)dnto) (1.4)

Yy

The two-dimensional case is quite specific due to Poincaré-Bendixon’s theory (see, e.g., [20,
Chapter VII]) combined with Siegel’s curve theorem [33]. So in dimension two, assuming that



the vector field b is non vanishing in Y3, Peirone [31] proved that the limit (1.2) actually exists
for any point x € Y3, but he gave a counterexample in dimension three. In [31] it can be noticed
that Herman’s rotation set C, is either a unit set, when the flow has no periodic orbit in Y3,
or a closed line segment (see Proposition 2.4). This collinearity result can be also observed
in other examples [3%, 8, 9], and it is illustrated by Example 2.2. Actually, the result is more
general, since Franks and Misiurewicz [15, Theorem 1.2] proved that the rotation set of any
two-dimensional continuous flow is always a closed line segment of a line passing through the
null vector Ogz. However, the situation is quite different for a general lift F' : R* — R? (through
the canonical surjection IT : R? — Y5) of some homeomorphism on Y, homotopic to identity,
satisfying

VkeZ? Ve eR? F(x+k)=F(x)+k. (1.5)

Indeed, Kwapisz [23] proved that any convex polygone of vertices at rational points of R? is a
rotation set of some suitable lift F': R? — R?. In the present context of ODE (1.1) the time-1
flow FF' = X (1,-) is such a lift. To deepen our exploration, we show (see Proposition 2.1 and
Example 2.1) that the two-dimensional lift F' introduced by Llibre and Mackay [22, Example 2]
(which is also revisited in [27]) has the whole square [0,1]? as a rotation set, but it cannot
be represented by any flow X(1,-) solution to (1.1). Actually, the set of the time-1 flows
X(1,-) solutions to (1.1) is strictly contained in the set of the lifts /' of homeomorphisms on
Y> homotopic to identity and satisfying (1.5).

In Section 2.2 we first give a partial proof of the Franks-Miziurewicz collinearity result
(see Proposition 2.2) assuming that one of the two invariant probability measures is regular.
Then, revisiting different works [29, 2, 35, 36, 13, 14, 20, 31, 8] we recover for the specific
two-dimensional ODE’s flow (see Proposition 2.4) the alternatives satisfied by the rotation set
Cp — obtained in [15, Theorem 1.2] (recalled in Theorem 1.1 below) for any continuous flow —
in the following more accurate picture:

(I) Cy = I(, where I is a closed segment of R not reduced to a single point, and ¢ is a
commensurable vector of R?.

(IT) Cp = {¢}, where ( is a non null commensurable vector of R2.
(ITT) Cp = {¢}, where ( is an incommensurable vector of R?.

(IV) G, is either {Og2}, or C, = I, where I is a closed segment of R such that 0 € I # {0},
and ( is an incommensurable vector of R2.

Next, in Section 2.3 we study several extensions of the Franks-Misiurewicz theorem (see
Proposition 2.6, Proposition 2.7 and Theorem 2.1), which are specific to the present two-
dimensional ODE’s context, and which are new to the best of our knowledge. First of all, some
stability properties in connection with case (I) are investigated for non vanishing vector fields b
(see Proposition 2.6). More precisely, writing b = p ® with p a positive function in C*(Y3) and ®
a non vanishing vector field in C*(Y3)?, and assuming that the rotation set C, satisfies case (I),
we prove that the direction of C, only depends on ®, and that the perturbed rotation set C;
with b = p®, still satisfies case (I) provided that the uniform norm of |p — p| is small enough.
On the other hand, Franks and Misiurewicz proved that in the incommensurable case (IV)
the null vector Og2 is always an end of the closed segment C,, and they mentioned that it is
delicate to find examples of such a situation. Then, rather than proving this incommensurable
case in the ODE’s context (see Remark 2.3 on this point), we provide (see Proposition 2.7 and
Theorem 2.1) general classes of vectors fields b which are in some sense complementary of the
incommensurable case:



e First, we consider (see Proposition 2.7 (ii)) the vector fields of type b = a®, where
a is a vanishing non negative function in C'(Y3) with 1/a € L'(Y3), and ® is a non
vanishing divergence free vector field in C'(Y3)2. Assuming that the mean value ® of ®
is incommensurable in R?, we prove that the rotation set C; is the closed line segment
[Og2, @] # {Og2}. In this context, we may observe (see Remark 2.7) that the vector field
b cannot be in C?(Y3)?, which shows the exceptional character of the closed line segment

occurrence in case (IV).

e Second, we consider (see Theorem 2.1) the vector fields of type b = a ®, where a is a
changing sign function in C1(Y3), and @ is a non vanishing vector field in C*(Y3)? having
a positive invariant probability measure o(z)dz with o € C3(Y;). Assuming that the
mean value of o ® is incommensurable in R?, we prove that the support of any invariant
probability measure for the flow X is contained in the set {a = 0}, so that the rotation
set Cp is reduced to {Ogz}.

These two results illuminate the alternative of the incommensurable case (IV). More precisely,
according to the incommensurable case of the Franks-Misiurewicz [15, Theorem 1.2], even the
change of sign of the function a in b = a ® cannot allow Ogz to be an interior point of the closed
line segment C,, contrary to the commensurable case (I).

In Section 2.4 we fully illustrate the cases (I), (II), (III), (IV) and the previous results by
presenting a complete picture of the Stepanoff flow [31, 30] associated with vector fields of type
b = a(, where a is a function in C*(Y3) and ¢ is a unit vector of R% In particular, if the
vector ¢ is incommensurable in R?, the case where C,¢ is a closed line segment not reduced
to {Og2} only holds when a has a constant sign and 1/a € L'(Y;). This again highlights the
exceptionality of this case, since a cannot be actually in C?(Y3) (see Remark 2.7).

In Section 3, we prove (see Theorem 3.1) the following original, up to our best knowledge,
integral relation satisfied by any pair (i, v) of invariant probability measures for the flow X
and any function p € C?(Yyx Y3),

/Y /Y p(z,y) det (b(z), b(y)) du(z) du(y)

R /Y( /Y ol ) dy ) ba) (@) — Ryt / ( / ) do) bly) dvly) (1.6

il Op ) () ot
+/Y2/y2<31‘18y2 B Ox20y, uf (x) v* (y) dady,

where u* and v* are the stream functions with bounded variation in Ys, satisfying the vector-
valued measure representations

bu =)+ Ve and by =wv(b) + V' in Yy, (1.7)

where V+ denotes the orthogonal gradient. The key-ingredient of relation (1.6) is the Liouville
theorem for invariant measures (see, e.g., [10, Theorem 1, Section 2.2]) which is considered as
a divergence-curl result for invariant measures (see Proposition 1.1 and [3, Proposition 2.2]),
and which is combined with the representation of a divergence free field by an orthogonal
gradient in dimension two. Such a representation does not hold in dimension three, so that
there is no three-dimensional relation similar to (1.6). Moreover, it turns out that the integral
relation (1.6) is equivalent to the Fourier relations

V(j,k) € (Z2\ {02 })* U {(Op2, 052)},  det (ub(5), wb(k)) = — 4x* det (j, k) ui(j) vi(k). (1.8)
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Relations (1.8) show that the vector-valued measures b, vb for any pair (p,r) of invariant
probability measures for the flow (1.1), are strongly correlated through their Fourier coefficients.
Noting that the case j = k = Ogz in (1.8) agrees with the Franks-Misiurewicz collinearity result
[15, Theorem 1.2], formulas (1.8) with non null collinear integer vectors may be thus regarded
(see Remark 3.4) as an extension of the collinearity result to the specific two-dimensional ODE’s
flow (1.1). Relations (1.8) do not hold true in general if only one of the two integer vectors
is null. However, if the direction of the rotation set C, is incommensurable in R? with 1/|0|
in L'(Y,), then the extension of equalities (1.8) to any pair of integer vectors characterizes
surprisingly some Stepanoff flows (see Proposition 3.1)

In Section 4, contrary to the former two-dimensional results, we prove (see Theorem 4.1)
that each closed convex polyhedron of R? is a rotation set C, for a suitable vector field b.

Finally, in Section 5 the collinearity result satisfied by Herman’s rotation set is applied to the
homogenization of the two-dimensional transport equation with an oscillating velocity b(z/e)
as € — 0. This homogenization problem has been the subject of several works [5, 17, 18, 21, 3§]

under the ergodic assumption, and more recently [7, &, 9] with a non ergodic assumption. If
these assumptions hold true, the homogenized equation turns to be a transport equation with
a constant effective velocity. Otherwise, it is known [37, 3, 4] that the homogenized equation

involves a nonlocal term. Here, assuming that the flow X has an invariant measure p with
1(b) # Ogz and a regular enough density, we derive (see Theorem 5.1) a nonlocal homogenized
equation, but with the effective constant velocity p(b).

1.1 Notation

e (e1,...,eq) denotes the canonical basis of R?, and Og« denotes the null vector of R?.

e I, denotes the unit matrix of R™? and R, denotes the (2 x 2) rotation matrix (—01 (1)>

e “.” denotes the scalar product and | - | the euclidean norm in R?.
e “x 7 denotes the cross product in R3.

e |A| denotes the Lebesgue measure of any measurable set in R? or Y.

e Y;, d > 1, denotes the d-dimensional torus R?/Z? (which may be identified to the unit
cube [0,1)4 in R?), and Oy, denotes the null vector of Yj.

e II denotes the canonical surjection from R? on Y.

e dy, denotes the distance in Yy associated with the euclidean norm | - | in RY, i.e.
dy, (TI(x), [(y)) = min lz —y—k| for z,y € R% (1.9)
keZ

e 1, denotes the characteristic function of a set A, and Id : £ — E denotes the identity
function in a set E given by the context.

e C*(R?), k € NU {oo}, denotes the space of the real-valued functions in C*(R?) with
compact support in R

o Cf(Yy), k € NU {oo}, denotes the space of the real-valued functions f € C*(R?) which
are Z%-periodic, i.e.
VkeZ' Yz eRY  flx+k)= f(n). (1.10)



e The jacobian matrix of a C'-mapping F' : R? — R? is denoted by the matrix-valued

OF;
function VF with entries o fori,5 € {1,...,d}.
L

e The abbreviation “a.e.” for almost everywhere, will be used throughout the paper. The
simple mention “a.e.” refers to the Lebesgue measure on RY,

e dz or dy denotes the Lebesgue measure on R

e For a Borel measure p on Yy, extended by Z?-periodicity to a Borel measure i on R?, a
fi-measurable function f : RY — R is said to be Zperiodic fi-a.e. in RY, if

VkeZ® f(-+k)=f(-) p-ae onR% (1.11)

e For a Borel measure p on Yy, ij’ (Ya, 1), p > 1, denotes the space of the p-measurable
functions f : Y; — C such that

g |f ()" dp(z) < oo

) Lg (Ya), p > 1, simply denotes the space of the Lebesgue measurable functions f in
LP (R%), which are Z%-periodic dz-a.e. in R%.

loc

° %oc(Rd) denotes the space of the non negative Borel measures on R? which are finite
on any compact set of R?.

o #;(Y;) denotes the space of the non negative Radon measures on Yy, and .#),(Y;) denotes
the space of the probability measures on Y.

e 7'(RY) denotes the space of the distributions on R¢.

e BV;(Yy) denotes the space of the functions f € BVi,.(R?) (i.e. with bounded variation
locally in R?) which are Z%periodic a.e. in R?, namely f € L7(Yy) and Vf € .4(Yy)".

e For a Borel measure p on Y, and for f € Lé (Yy, 1), we denote
p(f) = | flz)duz), (1.12)
Yy

which is simply denoted by f when pu is Lebesgue’s measure. The same notation is used
for a vector-valued function in L}(Yy, n)?. If f is non negative, its harmonic mean f is

defined by 1
=)

e For a given measure A € .#;(Yy), the Fourier coefficients of A are defined by
:\\(k) = / e 2T g\ (z)  for k € Z%.
Yy

The same notation is used for a vector-valued measure in .2;(Yy)<.

e ¢ denotes a positive constant which may vary from line to line.
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Throughout the paper we use the following definition.

Definition 1.1 A wvector ¢ in R? is said to be incommensurable if the coordinates of & are

rationally independent, i.e.
Vk € Z*\{0g}, €&-k#0.

Otherwise, the vector £ is said to be commensurable.

1.2 A few tools of ergodic theory

Let b € C}(Yy)". A measure pu € .#,(Yy) on Yy is said to be invariant for the flow X defined
by (1.1) if

VieR VO eCa, [ w(X(t)duty) = | vl duty) (1.13)
An invariant probability measure v for the dﬂovv X is said to be ergodic, if
Vf e Li(Yyv), invariant for X wrt. v, f=v(f)v-ae inYy (1.14)
Then, define the set of invariant measures
Iy = {p € My(Yy) : p invariant for the flow X}, (1.15)
and the subset of .#, of composed of the ergodic measures
& = {v € F, : v ergodic for the flow X}. (1.16)

It is known that the ergodic measures for the flow X are the extremal points of the convex set
S, so that
S, = conv(é&y). (1.17)

Also define for any vector field b € CJ(Yy)? the following non empty subsets of R*:

e According to [20, (1.1)] the set of all the limit points of the sequences (X (n,z,)/n) _,

in R? obtained for any sequence (z,,),>1 in Yy, is defined by

p(b) == ﬂ (U {@ tk > n}) . (1.18)

n>1 \zeYy
By [26, Lemma 2.2, Theorem 2.3] it is a compact and connected set of R®.
e The so-called Herman [19] rotation set is defined by
Cp = {u(d): pe g} (1.19)

It is clearly a compact and convex set of R,
e By restriction to ergodic measures define the subset of C,

E, .= {v(b), v e &}. (1.20)

An implicit consequence of [26, Theorem 2.4, Remark 2.5, Corollary 2.6] shows that
p(b) C G, =conv (p(b)) and H#p(b) =1 #C, = 1. (1.21)



Remark 1.1 Note that for any k € N, X (k,-) agrees with the k-th iteration of X(1,-) in the
definition (1.18) of p(b). Hence, the equality C, = conv (p(b)) in (1.21) shows that the rotation
set Cy is completely characterized by the flow X (1,-) and its iterations. This characterization is
still more flagrant in dimension two, since by virtue of [20, Theorem 3.4 (b)] we have C, = p(b).

In view of (1.17) and (1.20) we also have (see Remark 1.2 below)
Cy, = conv (Ep). (1.22)

Note that by definition (1.18) the equivalence of (1.21) can be written for any ¢ € R?

X(n,z) =( & VzeY lim X(t,z)

G = {C} & VIe Yd’ nh—>Hc}o n t—00 t

=(. (1.23)
The second equivalence of (1.23) is an easy consequence of the semi-group property satisfied

by the flow, i.e.
VeeYy Vs,iteR, X(s,X(t,z)) =X(s+t, ). (1.24)

We have the following characterization of an invariant measure known as Liouville’s theorem,
which can also be regarded as a divergence-curl result with measures (see Proposition 1.1 and
[8, Remark 2.2] for further details).

Proposition 1.1 (Liouville’s theorem) Let b € C}(Yy)?, and let p € #y(Yy). We define
the Borel measure Ji € Mo.(R?) on R? by

[ e@aita) = [ adut), where )= 3 g+ 8 for o€ CHRY. (129

Yy

kezd
Then, the three following assertions are equivalent:
(7) p is invariant for the flow X, i.e. (1.13) holds,
(i) 1 b is divergence free in the space RY, i.e.
div(fib) =0 in 2'(RY), (1.26)
(1i1) pb is divergence free in the torus Yy, i.e.
Vo eCiW. [ W) Vo) dul) =0 (1.27)
Yy

Remark 1.2 Let b € Cﬁl(Yd)d. It turns out that for any extremal point & of Cy, there exists
an ergodic measure v € &, (1.16) such that v(b) = £. Hence, Cy is the convex hull of the set
Ey, (1.20). FEquality (1.22) is stated without proof in [20, Remark 2.5]. However, although the
set Iy is the closure of the convex hull of &,, equality (1.22) does not seem obvious to us. For
reader’s convenience a complete proof of (1.22) is given in Appendiz 6.1.

1.3 The Franks-Misiurewicz result for 2D continuous flows

Franks and Misiurewicz [15, Theorem 1.2] proved that the rotational set of any two-dimensional

continuous flow is composed of collinear vectors, which yields the following result in the specific
case of the ODE’s flow.



Theorem 1.1 ([15], Theorem 1.2) Let b be a two-dimensional vector field in CJ (Y3)?. Then,
we have

V(p,v) € S x S, det (u(db),v(b)) =0, (1.28)
i.e. Herman’s rotation set Cy, is a closed line segment included in a vector line of R2.
More precisely, the rotation set satisfies one of the three following assertions:
(a) Cy is a unit set of R?,
(b) Cy is a closed segment of a line passing through Ogz and a non null point of Q?,

(c) Cy is a closed line segment [Ogz, ¢] with ¢ an incommensurable vector of R? (according to
Definition 1.1).

On the one hand, in Proposition 2.2 below we partly recover the collinearity result (1.28),
assuming the regularity of one of the two invariant probability measures through a quite different
approach which is adapted to the more specific ODE’s flow (1.1). On the other hand, in
Proposition 2.4 below we revisit the cases (a), (b), (¢) of Theorem 1.1, and as a by-product we
find the collinearity result (1.28), using essentially the Peirone result [31, Theorem 3.1] (widely
later than [15, Theorem 1.2]) combined with the Franks results [I/, Theorem 3.2] and |
Theorems 3.5] (earlier than [15, Theorem 1.2]).

)

Remark 1.3 As a consequence of the collinearity property (1.28) satisfied by Herman’s rotation
set Cy, there exists a non null vector & € R? such that the flow X satisfies the unidirectional
asymptotics

Xbo)-& (1.29)

Vrz eV, Ilim
t—o00
Note that the scalar asymptotics (1.29) holds true everywhere and not only almost-everywhere,
unlike in Birkhoff’s theorem.
Indeed, if the rotation set Cy is the unit set {Og2}, then from (1.23) we deduce that

X(t,x) — O

Ve Yd, lim

t—00

which implies (1.29) for any & € R%. Otherwise, the rotation set Cy reads as I ¢, where I is a

closed segment of R and ¢ is a non null vector of R%. Then, since by (1.18), (1.21) C, is the

convex hull of the limit points of all the sequences (X (t,,x)/tn)nen for any positive sequence

(tn)nen converging to oo and any x € Ya, we get immediately the limits (1.29) with the non null
vector £ := R, ( orthogonal to (.

2 Various properties of the two-dimensional ODE’s flow

To motivate this section let us start by the two following examples which try to show the
specificity of the two-dimensional ODE’s flow compared to general continuous flows.

2.1 Some preliminary examples
2.1.1 Specificity of the ODE’s flow among continuous flows

The first Example 2.1 below is based on the two-dimensional [22, Example 2| in which the
lift F satisfying (1.5) has the whole square [0, 1]* as a rotation set p(F) (see [20, (1.1)] and
[27]). However, we will show that this lift ' does not agree with any time-1 flow X (1, -) solution
to (1.1), which is consistent with the two-dimensional result (1.28) on continuous flows. To this
end, we will use the following result which provides a necessary condition for a lift F' for agreeing
with X (1, ) for some flow X solution to (1.1).



Proposition 2.1 Let F' € CY(R%)? be a lift satisfying (1.5). Then, if there exists a flow X (1.1)
associated with some vector field b € C}(Yq)? such that F = X (1,-) in Yq, then the following
relation holds

(VF)b=0bo F inYjy. (2.1)

Moreover, we have
VaeR?st. Fla) —a€Z?, (det(VF(a)—1;)#0 = bla) =0g and F(a) =a). (2.2)

Proof of Proposition 2.1. Let F' € C'(R?)? satisfying (1.5), and let X be a flow associated with
a vector field b € C}(Yy)? by (1.1). Replacing any point = € Yy by X(t,z) for any ¢ € R, and
taking the derivative with respect to t, we get that
VeeY; F(r)=X(1,z)
& VteR, Ve ey, F(X(t,x)=X(1,X(tz)=X({t+1,x)
= VieR, VeeY, (VF(X(t))bX(tx)=>bX(t+1,x))
(witht=0) = Ve eYy (VFE(z))b(x)=0bX(1,z))=0b(F(z)),

or equivalently (2.1), which proves the first assertion.

Now, assume that (2.1) holds, and let a € Y} satisfying the left hand-side of the implication
(2.2). Then, since b(F(a)) = b(a), we have immediately

(VF(a) — I4) b(a) = Oga,

which implies that b(a) = Oga. Therefore, the orbit X (R, a) is reduced to the unit set {a}, and
it follows that F'(a) = X(1,a) = a. O

Exemple 2.1 Let @1, € C} (Y1) be two 1-periodic functions on R such that

0i(0) =0, ¢i(1/2) =1 forie {1,2} and ¢\(0)y(1/2) #0, (2.3)
and let F € CY(R*)? be the lift of [22, Example 2] defined by

F(z) =+ (2(x2 + @1(21)), 01(21))  for @ = (21, 22) € R?, (2.4)

which, due to F —1d € C}(Y2)?, performs a C'-diffeomorphism on Ys, whose jacobian determi-
nant 1s equal to 1.

Now, assume that F' = X(1,-) for some ODE’s flow X (1.1), and set a := (0,1/2). By
(2.4) and (2.3) we have

Fla)—a=e €2 and VF(a)—I _<s0’1<0>¢;<1/2> 90’2(1/2)>
1 U do 0o )

This combined with ¢} (0) ¢5(1/2) # 0 and (2.2) implies that b(a) = Og2 and F(a) = a, which
yields a contradiction. Therefore, the lift F' (2.4) cannot be represented by F' = X (1,-) for any
flow X solution to ODE (1.1).
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2.1.2 Illustration of the collinearity property of the ODE’s flow

The following example provides a class of two-dimensional vector fields b whose each associated
flow admits an explicit infinite family of invariant probability measures satisfying the collinearity
property (1.28).

Exemple 2.2 Let b be a vector field such that b = p R, Vu, where p is a non negative function
in C} (Ya) with o :=1/p € Li(Y2), and where Vu € C}(Y2)* with Vu € Z*. Let 0 be a positive
function in CP(Y1), and let © be its primitive satisfying ©(0) = 0.

First, note that the function 6(u) := 0 ou is Z*-periodic, since the Z*-periodicity of Vu with
Vu € Z? and the 1-periodicity of 6 yield

VkeZ’ Yz eYs, O(u)(z+k)=0(u(x)+ Vu-k)=_0(u(z)).
Hence, we deduce that

VkeZ* VreY, O(u)(r+k) =0O(ulr+k)=0(u(r)+Vu-k)

which implies that o
(z = O(u)(z) — 0 Vu-z) € C} (Ya). (2.5)
Neat, by virtue of the divergence-curl result of Proposition 1.1 the Z2-periodic vector-valued
function
c6(u)b=0pb(u) RyVu==60(u) R,Vu= R, V(O(u)) (2.6)
is divergence free in R?, which again by Proposition 1.1 implies that the probability measure
on Yy defined by (recall that the function o 6(u) is positive)

o(z)f(u(x
) 200
o 6(u)
is invariant for the flow (1.1) associated with the vector field b.

Therefore, we obtain an infinite family of invariant probability measures pg for positive functions
0 € C)(Y1). Moreover, using successively (2.6) and (2.5), i.e. ©(u) is the sum of the affine

function (z +— 0 Vu - x) plus a periodic function, we get that
1 1 = 0

o(b) = . /y2 () §(u(z)) b(z) dz = =% R, V(6(u)) = )

R, Vu. (2.7)
Hence, all the vectors ug(b) € C, are parallel to the vector Ry Vu according to assertion (1.28).

2.2 The Franks-Misiurewicz result revisited
2.2.1 A partial proof of the collinearity result

In this section we give a partial proof of the collinearity property (1.28) based on the decompo-
sition (1.7) (the proof of which is given in Appendix 6.2) and the divergence-curl result (1.27).
Although this first proof is incomplete due to an additional hypothesis, it provides an approach
which is both simple and quite different from the purely ergodic approach of [15].
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Proposition 2.2 Let b a two-dimensional vector field in C’;(YQ)Q. Assume that there exists an
invariant probability measure p € %, for the flow X (1.1) satisfying

b(x)| dp(x) = o(x) de with o € Li(Ys) and ju(b) # Oge. (2.8)
Then, the collinearity result (1.28) holds.

Proof of Proposition 2.2. Let p € %, be an invariant probability measure satisfying (2.8), and
let v € &, be any invariant probability measure for the flow (1.1). We will use the following
result the proof of which is standard.

Lemma 2.3 Let 0 be a non negative even function in C°(R?), whose support is contained in
the ball By)s of R?, centered on Ogz and of radius 1/2, and such that = 1 in the ball By

Let 0, be the function defined by 0, (x) = n/me ™ for x € R%, n € N. Consider the even
mollifier function p, € C’E’O(Yg) defined by the Z*-periodized function

Pn 1= [Qﬁn/m]ﬂ forn € N.

Then, for any function f € Lf(YQ), the sequence ((dy2 Pn) * f)neN converges uniformly to 0
in Yy (recall the definition (1.9) of dy, ).

By the decomposition (1.7) we have
pn * (bv) = v(b) + R Vv!  pointwise in Yy, with v} := p, * v (2.9)

(note that p, * (bv) = v(b) due to p, = 1). Then, using successively the divergence-curl
equality (1.27), decomposition (2.9) and Fubini’s theorem, we get that

0 = [ Vi) boyn(de) = [ Ro(0) = py s (b0)(a) b ()

Yo

— det (u(b), v(0)) + /

Yo

([ onte =) Rulot) = b)) o)) i) (2.10)
— det (u(b), v(8) + [

Ya

( /Y prly — ) B (b(z) = b(y)) - b(z) u(dz)) dv(y).

Moreover, applying the mean value theorem to b and using assumption (2.8), we have

Vy €Yo,

/Y pn(y — ) RL(b(x) = b(y)) - b(x) pu(d) | < [VDllzoe (202 ((pn dyy) % ) (1),

which, by virtue of Lemma 2.3 with f = o, converges uniformly to 0 with respect to y in Y5.
This combined with (2.10) implies that det (u(b), (b)) = 0 for any v € .%,. Finally, from the
assumption u(b) # Ogz2, we deduce the desired collinearity (1.28). O

Remark 2.1 In the above proof of Proposition 2.2, we need one of the two invariant measures
to be reqular. Otherwise, we have to deal with a delicate problem of product of two measures.
Indeed, it is not evident that the regularization of an invariant measure for the flow X provides
an invariant measure for X. For instance, the regqularization by convolution is not effective,
since the reqularized measure of an invariant measure is not invariant in general. Hence, the
following question occurs naturally:

How to prove property (1.28) in the ODE’s framework with specific ODE’s tools 7 (2.11)
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2.2.2 Revisiting the Franks-Misiurewicz theorem with the ODE’s flow

First of all, note that if the flow X has an infinite periodic compact orbit X (R, zg) in the
torus Y for some xy € Ys, i.e. satisfying

3T >0, Ik € Z*\ {Ope}, X(T,70) = 20 + k, (2.12)
then (recalling Remark 1.1) we have
. X(t, .Z‘o) . k .

fim ——— = € p(b) = G, (2.13)

since X(nT.w)

. nli,xo
v N, X(nT = k d lim ——=—.
neN, X(nT,xy) =x9+nk an Jim ——— T

Note that k/T is then a non null and commensurable vector of C,.

Actually, the Franks-Misiurewicz Theorem 1.1 is more accurate in the ODE’s context thanks
to the following result.

Proposition 2.4 Let b be a two-dimensional vector field in Cﬁl(Yg)2. Then, the Herman rota-
tion set Cy (1.19) satisfies the following two-by-two disjoint cases (see Definition 1.1):
(I) Cy = I, where I is a closed segment of R not reduced to a single point, and ( is a
commensurable vector in R?. In particular, this holds if the flow X (1.1) has two infinite
periodic compact orbits in Yo with distinct asymptotics.

(IT) Cy, = {C}, where ¢ is a commensurable vector in R*\ {Og2}. In this case, the vector field b
does not vanish in Yy, the flow X has at least one infinite periodic compact orbit in Ys,
and all the infinite periodic orbits have ¢ as asymptotics.

(ITT) Cy = {C}, where ¢ is an incommensurable vector of R?, if, and only if, b does not vanish
in Yo and the flow X has no periodic compact orbit in Ys.

(IV) Cy is either {Og2}, or C, = I, where I is a closed segment of R such that 0 € I # {0}
and ¢ is an incommensurable vector in R?. In this case, the vector field b does vanish in
Y5, and the flow X has no periodic compact orbit in Y.

Remark 2.2 Let ¥ € C*(R?)? be a C*-diffeomorphism on the torus Ys, i.e.
U(y) = Ay+Vy(y) fory e R, (2.14)

where A € 7% with det(A) = +1 and Wy € CF(Y3)?. Then, by virtue of [5, Remark 2.1] we
have

Vz eYs, tlgono X(t,2) erists < tligloM exists, (2.15)
where X is the ODE’s flow defined by
X(t, ) = U(X(t, 0" () for (t,z) ER X Yy, (2.16)
associated with the vector ﬁeld/b\ defined by
b(z) = VU (U (2))b(V (z)) forz € Y. (2.17)

Moreover, the equivalence (2.15) combined with equality C, = conv (p(b)) (recall (1.18) and
(1.21)) implies that
G =AG, (2.18)

Hence, since matrices A, A=' map any integer vector to an integer vector, it is easy to check
that each of the four cases of Proposition 2.4 is stable under the change of flow (2.16).
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Remark 2.3 In view of the incommensurable case (c¢) of Theorem 1.1 (see Section 1.3)), the
only missing result in Proposition 2.4 is that in case (IV) the null vector Ogz is also an end
point of the closed line segment C,. Actually, the Franks-Misiurewicz incommensurable case,
in particular the end of the proof of their [15, Proposition 1.6/, remains rather mysterious
for non experts in ergodic theory. Indeed, an algebraic condition, i.e. the existence of an
incommensurable vector v(b) in any rotation set C, not reduced to a single point, does imply
the non negativity result

Opz € C, and Vpu(b) € Gy, u(b)-v(b) >0, (2.19)

which is an equivalent way to regard the statement (c) of Theorem 1.1. On the other hand,
similarly to (2.11) one can ask the natural question:

How to prove property (2.19) in the ODE’s framework with specific ODE’s tools 7 (2.20)

We have not managed to answer this question. However, in Section 2.3 and in Section 2.4 we
present various results and instances which partially explains property (2.19), together with the
alternative of case (IV) (see Remark 2.6) and the fact that the case Cy # {Og2} in (IV) imposes
some sharp restriction on the reqularity of the vector field b (see Remark 2.7).

Remark 2.4 First, note that the collinearity property (1.28) is a by-product of Proposition 2.4.
Classically in ergodic theory (see, e.g., the scheme of the proof of [78, Theorem 3.1]) the cases
(I)-(II) and the case (III) of Proposition 2.4, when the vector field b does not vanish in Ys, are
equivalent respectively to:

e the existence of an infinite periodic compact orbit of the flow X in Yy according to (2.12),

e the non existence of a periodic compact orbit of the flow X in Ys.
Or equivalently (using e.g. [20, Theorem 14.1]), in terms of the so-called rotation number o of
the flow X (see, e.g., [20, Lemma 15.1]) the alternative can be written respectively as:

e « 1is rational,

e « is irrational.

Moreover, in case (II1) by [75, Section 4] the flow X is uniquely ergodic, and by [29, Section 5]
the limit of X (t,x)/t ast — oo to  is uniform with respect to x € Yj.

In view of the homogenization of the transport equation, Tassa [78, Theorems 4.2, 4.5] dis-
tinguished two asymptotic behaviors based on the rationality or not of the rotation number, but
assuming the existence of an invariant probability measure for the flow with a reqular density.
More generally, Peirone [71, Theorem 3.1] specified the asymptotics of the flow under the sole
assumption that the vector field b is non vanishing in Ys, but he did not study the commensu-
rability of the asymptotics.

Remark 2.5 Ezample 2.2 illustrates the case (1) of Proposition 2.4, since the vectors pg are
parallel and commensurable vectors of the rotation set Cy,. Furthermore, [S, Example 4.2] illus-
trates the case (IV) of Proposition 2.J.

Proof of Proposition 2.4. Let us first prove the following result which is based on the first case
of the proof of [31, Theorem 3.1].

Lemma 2.5 Assume that the flow X (1.1) has an infinite periodic compact orbit X (R, xq) in
Yy for some xy € Ys, i.e. satisfying condition (2.12). Then, the rotation set Cy, contains the
non null vector ¢ := k/T, and C, = I { for some closed segment I of R with I # {0}.
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Proof of Lemma 2.5. Under the sole assumption of Lemma 2.5 without assuming that the vector
field b does not vanish in Y5, Peirone proved in the first case of the proof of [31, Theorem 3.1]
that for any orbit X (R, z), z € R?, there exist o, 8 € R such that

VteR, X(t,z) k- € (a,p), with k™ := R k. (2.21)

This combined with C, = p(b) (see Remark 1.1) implies immediately that any vector of C, is
parallel to k. Hence, we deduce that C, = J k for some closed segment J of R, with 1/7T € J
due to (2.13). O

Proof of the sufficient condition of (I). Assume that the flow X (1.1) has two infinite periodic
compact orbits in Y, with distinct asymptotics k; /Ty and ky /Ty for some ki, ko € Z2. Hence,
we deduce from Lemma 2.5 that C, = I ¢ for some commensurable vector ¢ of R?, and for some
closed segment I of R which is not reduced to a single point, since k; /77 and ko /T5 are in C,.

Proof of (I1T). If C, = {¢} with ¢ an incommensurable vector of R? then b does not vanish in Y,
due to ¢ # Ogz. This corresponds exactly to the second case in the proof of [31, Theorem 3.1],
i.e. the flow X (1.1) has no infinite periodic compact orbit in Y5.

Conversely, assume that the vector field b does not vanish in Y5, and that the flow X has
no periodic compact orbit in Y,. Following Peirone’s argument in the second case of the proof
of [31, Theorem 3.1], and with more details in the proof of [32, Theorem 4.1], there exists a
so-called Siegel’s curve transverse to the field b, parametrized by some vector-valued function
v € C1(R)? satisfying

Im € Z*\ {Og2}, VtER, ~H(t+1)=~(t) +m. (2.22)

By [32, Theorem 4.1, Step 1] each orbit X (R, z) for z € Y3, crosses at most one time v(R),
which implies the following property

V7 e (0,00), VEER, X(7,~(t) ¢ 4(R). (2.23)

Moreover, there exist a positive function 1) € C{(Y1), a homeomorphism ¢ € C°(R) of the form
Id + 6 with 6 € C{(Y1), and a vector pu € Z* \ {02} satisfying the relation

VieR, X(¢(t),7(t) = v(e(t) + i, (2.24)

Next, using the notations of (2.24), Peirone [31, p. 924] proved that there exists a constant

¢ > 0 such that
X(t,z)

= (= c(plp)m+p), (2.25)

where p(p) denotes the rotation number of ¢, which is an irrational number according to [32,
Theorem 4.1, Step 7]. Due to the irrationality of p(y), it is easy to check that the vector ¢ is
incommensurable if, and only if, ¢ is not parallel to m.

Now, assume by contradiction that yu = (uy, u2) € Z? is parallel to m = (my, ms) € Z2, i.e.

VreY, lim
t—o00

wim =m;p fori=12. (2.26)

Since m # Ogz, we have m; # 0 for some i = 1,2. If m; < 0 for this ¢, then (2.26) also reads
as ; (—m) = (—m;) i, so that we may assume that m; > 0. Iterating (2.24) and using the
semi-group property of the flow X, we get that

m;—1

VieR,  X(¢m(t),v(t) = (™ (1)) +mipn, where ¢, (1) = Z U’ (1)),
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and o’ stands for the j-th iterate of ¢ (©° is the identity map). Moreover, by (2.22) and (2.26)
we have

VieR, (@™ () + w) =™ (1)) +pim=~y(e™(t)) +mip.

Equating the two previous equalities we obtain that

VieR,  X(¢m,(t),7(1) = (@™ ) + p),  with 1y, () >0,

which contradicts property (2.23). Therefore, p is not parallel to m, and the vector ¢ of (2.25)
is thus incommensurable.

Proof of the necessary condition for (II). Assume that C, = {¢} with a non null commensurable
vector ¢ of R?. On the one hand, due to ¢ # Og2 the vector field b does not vanish in Y;. On
the other hand, it follows from the equivalence of case (III) that the flow X (1.1) has at least
one infinite periodic compact orbit in Y. Finally, we deduce from the sufficient condition of
case (I) that all infinite periodic compact orbits have ( as asymptotics.

Proof of (IV). Assume that both cases (I), (II), (III) do not hold. First of all, note that if the
vector field b does not vanish in Y5, then the alternative in the proof of [31, Theorem 3.1] shows
that either case (I) or case (II) is satisfied if there exists an infinite periodic orbit in Y5, or case
(III) is fulfilled if there is no periodic orbit in Y3. Therefore, in the present case the vector field
b does vanish in Y5, and thus Og, € Cp.

Now, assume that there exist two non collinear vectors £ and 1 in C, = p(b) (by Remark 1.1).
Then, by convexity the rotation set C, contains the closed triangle T of vertices Ogz, &, 1, which
has a non empty interior T. Hence, by virtue of [11, Theorem 3.2] the flow X has two periodic
orbits (2.12) with distinct asymptotics ki /Ty and ks /Ty in (T N Q2) \ {Og2}. These orbits are
infinite periodic compact orbits with distinct asymptotics, which implies that C, satisfies case
(I), and leads us to a contradiction. Therefore, the rotation set C, is a closed line segment
passing through Og2, i.e. C, = I  with I a closed segment of R containing 0, and ¢ a non null
vector of R% If I = {0}, then we have C, = {Og2}. Otherwise, if I # {0}, since case (I) does
not hold by hypothesis, the vector ( is necessarily incommensurable.

The proof of Proposition 2.4 is now complete. 0

2.3 New results on Herman’s rotation set

In this section we study several extensions of the Franks-Misiurewicz Theorem 1.1, which are
specific to the ODE’s context.

First, the Herman rotation set C, can be actually characterized more precisely in the com-
mensurable cases (I) and (II) of Proposition 2.4, when b does not vanish on Y5.

Proposition 2.6 Let b be a two-dimensional vector field in C'ﬁl(Yé)2 which does not vanish
in Yy, and such that the flow X (1.1) has at least one infinite periodic compact orbit in Y. Let
us write b :== p P, where p is a positive function in Cul(Yg) and ® is a non vanishing vector field
in C}(Y2)?. Then, we have the following results:

(i) There exist a unique commensurable unit vector (s of R%, only depending on ®, satisfying
either (g - €1 > 0 or (g = ez, and a closed segment I, of R not reduced to {0}, such that
the rotation set reads as C, = I, (. Moreover, if b does not vanish in Yo and Cy is not a
unit set, I, is a segment of the type:

Iy = o, B] where «,p € R\ {0} and o < 5, (2.27)

i.e. Or2 is not an end point of the rotation set C,.
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(i) The commensurable case (1) of Proposition 2.4 is stable under a uniform perturbation of
the positive function p with a fized vector field ® in the representation b = p ®.

Proof of Proposition 2.6.
Proof of part (i). By Lemma 2.5 the rotation set reads as C, = J k for some closed segment

J # {0} of R, and some vector k € Z? \ {Og2}. Now, consider the flow X associated with the
vector field @ (recall that b = p ®). Let v be an invariant probability measure for the flow Xg,
and define the probability measure u on Y; by

dp(x) = C—”dy(aj) where ¢, := (/Y L dV(J?))l € (0,00).

p(z) , ()

By virtue of Proposition 1.1 we have

Vo e Cf(Ya), / b(z) - Vo(z)du(z) = cl,/ O(z) - Vo(x)dv(z) =0,
Yo Yd
which in return implies that the probability measure y is invariant for the flow X associated
with b. Hence, we get that

/ O(z)dv(z) = 1/cy/ b(z)du(x) € 1/¢, Cp. (2.28)
Y2 YQ

Similarly, for any invariant probability measure p for the flow X, there exist an invariant
probability measure v for the flow X and a constant ¢, > 0 such that

/ b(x)du(x) = 1/%/ O(z)dp(x) € 1/¢, Co. (2.29)
Ys Ys

Therefore, combining (2.28) and (2.29) with C, = I k, the rotation set Cg associated with @
reads as Co = J k for some closed segment J of R not reduced to {0}. Hence, the compact
convex set Ce uniquely reads as Co = I (g, where (g is the unit vector parallel to k satisfying
either (g - €1 > 0 or (s = ey, and Iy is a closed segment of R not reduced to {0}. Therefore,
the vector (s is commensurable in R?, and the rotation set can be written as C, = I k = I, (s
for some closed segment I, of R not reduced to {0}.

Now, assume that the vector field b does not vanish in Y5, and that C, is not a unit set.
Then, the segment [, does satisfy (2.27). Otherwise, the null vector Ogz is an end point of
the closed line segment C, = [, (p. Hence, by representation (1.22) there exists an ergodic
invariant probability measure p such that Ogz = p(b). Therefore, by virtue of the Franks result
[13, Theorem 3.5] the vector field b does vanish, which yields a contradiction.

Proof of part (ii). Let py be a positive function in Cj (Yz) and let ®q be a non vanishing vector
field in C;(Y2). Set

mo = igi}%po(x) > 0.

If the vector field by = py Py satisfies the conditions of the case (I) of Proposition 2.4, it is enough
to prove the existence of r € (0,my) such that any vector field b = p &y with |p — po| < r, also
fulfills the conditions of case (I). Note that the assumptions of the case (I) for a non vanishing
vector field b in Y5 are equivalent to the following conditions stated by Peirone [31, Theorem 31]:
the flow associated with b admits at least one infinite compact orbit and #C, > 1.

To prove the desired stability statement, consider the vector field by as above, and assume
by contradiction that there exist a decreasing sequence (r,,),>1 of positive numbers satisfying
r1 < mg and converging to 0, and a sequence (6,,),>; of positive functions in Cﬁl(YQ) satisfying

Vn>1, |0, — pol <,
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such that for any n > 1, the vector field b, = 6,, & does not satisfy the conditions of case (I).
This combined with the case (2) of [31, Theorem 31| (noting that b, does not vanish in Y3)
implies that #C,, = 1. Then, an easy adaptation of the perturbation result [, Theorem 3.1]
(using that the sequence (p/0,,)n>1 is uniformly bounded) shows that #C,, = 1, which yields a
contradiction.

This concludes the proof of of Proposition 2.6. 0

The next result provides an incomplete, but a rather large framework which illustrates the
incommensurable case (¢) of Theorem 1.1, and which makes valid some appropriate ODE’s
approach. It deals with two general classes of vector fields for which the incommensurable
case (IV) of Proposition 2.4 holds true. The first class is a simple illustration of case (IV).
Roughly speaking, the second class is based on any vanishing vector field b associated with
an invariant probability measure o(z)dz, such that ob is a non vanishing regular vector field.
Note that the Lebesgue density ¢ has to blow up at the roots of b and to be regular outside, in
order to the vector field b to be both non vanishing and regular.

Proposition 2.7 Let b be a vector field in O&I-(Yé)z. We have the following results:

(i) Assume that there exists an integer vector k € Z* \ {02} satisfying k -b > 0 in Ys, and
that C, = I ¢ with I a closed segment of R and ( an incommensurable vector of R?. Then,
we have I C [0,00) or I C (—o0,0]. If in addition Og2 € Cp, then the null vector Ogz is
an end point of the closed line segment C,.

(17) Assume that b does vanish in Ys, and that there exists an invariant probability measure
dp(z) = o(x) dv € Fy with a non negative function o € Li(Ya) of mean value 1, such that
o b is a non vanishing vector field in Cf (Yz)* and u(b) is incommensurable in R*. Then,
the rotation set Cy is a closed line segment of R? not reduced to a single point, with one
end at Ogz and having irrational slope.

Proof of Proposition 2.7.
Proof of part (i). We have for any invariant probability measure p € %,

ko u(b) = /Y k- b(z) du(z) > 0,

which implies that
k-Cy=(k-()I C[0,00).

Moreover, since the vector ( is incommensurable and k # Og2, we have k- { # 0. Hence, we
deduce that the segment I satisfies I C [0,00) or I C (—00,0]. If in addition Og2 € Cp, then
there exists & € R such I = [0,a] or I = [a, 0], so that Ogz is an end point of the closed line
segment C, = I (.

Proof of part (ii). First note that our assumption is equivalent to the existence of a gradient
field Vu € Cj(Y2)? such that

ob=R,Vu ae. inY, and Vu isincommensurable in R?,
since

Vu=— [ Rib(x)du(z) = — R, u(b) is incommensurable in R?.
Yo
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Hence, by virtue of the [8, Corollary 3.4 (3.22)] applied with p = 1/0 and a = 1, the rotation
set Cp is given by o o
Cy = [Ope, ¢] with (:=pR,Vu= R Vu # Oge.

Therefore, C, is a closed line segment with one end at Og2 and having irrational slope due to
the incommensurability of ¢ in R?. OJ

The incommensurable case (IV) of Proposition 2.4 is by far the most intricate. In contrast
with Proposition 2.7 (ii), the following general result shows that the non singleton case in the
alternative of (IV) is actually exceptional due to a counterintuitive non negativity constraint.

Theorem 2.1 Let b= a® be a vector field in C'ﬁ1 (Y5)?, where a is a changing sign function in
C3(Y2), and where ® is a non vanishing vector field in CJ(Y2)?. Also assume that there exists
a positive function o in C’E(YQ) with mean value 1, such that o ® is divergence free in R?, and

such that the mean value o ® is incommensurable in R?. Then, the support of any invariant
probability measure in %, is contained in the set {a = 0}, and thus in particular C, = {Og2}.

Remark 2.6 Theorem 2.1 shows that the change of sign of the function a forces the Herman
rotation set Coq to be the unit set {Og2} in the incommensurable case. On the contrary, when
a is non negative (or non positive), the part (ii) of Proposition 2.7 (with o = 1/a and cb = ®)
shows that the rotation set C, ¢ is a closed line segment with the null vector Ogz as an end point.
Roughly speaking, these two results are the two complementary sides of the incommensurable
case, and illuminate the point (c¢) of the Franks-Misiurewicz Theorem 1.1 in the ODE’s context.

Proof of Theorem 2.1.

First step: The case of the Stepanoff flow, i.e. the vector field ® is a constant vector ¢ € R2.
By virtue of the ergodic decomposition theorem (see, e.g., [I 1, Theorem 14.2]) it is enough to
prove that

Ve &y, p{a=0}) =1 (2.30)

Assume by contradiction that there exists an ergodic invariant probability measure p € &,¢
such that p({a =0}) < 1.

Note that the sets {£a > 0} are invariant for the flow X associated with a (. Indeed, for
any x € Y3 such that +a(x) > 0, we have

VteR, Za(X(t,z))>0.

Otherwise, there exists s € R such that a(X (s, x)) = 0, which implies that X (R, z) = {z}, and
thus a(x) = 0, a contradiction.

Then, by ergodicity we have u({a > 0}) =1 or u({a < 0}) = 1. Without loss of generality
we can assume that p({a > 0}) = 1. Next, by Proposition 1.1 the product of the non negative
Radon measure v on Y, defined by

dv(z) == a(z) du(z) = a*(z) du(z) (where a* denotes the non negative part of a)

by the incommensurable vector ¢ is divergence free in 2'(R?). Thus, by virtue of the ergodic
[9, Lemma 5.2] there exists a non negative constant ¢ such that dv(z) = cdz. Hence, we deduce
that

v(fa<0)) = [

{a<0}

at(x)dp(r) =0= c/ dx.

{a<0}
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However, since the continuous function a does change sign in Y5, we have

/ dr > 0.
{a<0}

Therefore, we get that ¢ = 0 and v = 0, which implies that

u({a > 0}) = / o+ (z) dy(z) = / dv(z) = 0,

{a>0} {a>0}
a contradiction with u({a > 0}) = 1. This establishes (2.30).

Second step: The case where the vector field ® is not constant.

Using successively [2, Section 3| (which leads us to the case ®; > 0 and which needs the
regularity b € C7(Y3)?) and the extension of a Kolmogorov’s theorem [38, Theorem 2.3] (which
is based on the hypothesis ®; > 0) together with the assumption that ¢ ® is a non vanishing
divergence free vector field in R?, we get that the flow X associated with the vector field ®
is homeomorphic to a Stepanoff flow Xz associated with some vector field ® = @ (. More
precisely, there exists a diffeomorphism ¥ € C7(Y3)* on the torus Y, satisfying (2.14) with
A € Z?*? and det(A) = %1, such that equality (2.16) holds true for Xg and (2.17) reads as

VreYs alz)¢=vVuU(z)dw (). (2.31)

First of all, since the probability measure o(y) dy is invariant for the flow Xg, by (2.18) and

~

the equality ® = a (, there exist a non empty compact interval I of R such that
0P Co=ATCe=A"1(I) =1(AY),

which, due to A~ € Z**?, implies that ¢ is incommensurable in R*.
On the other hand, in view of (2.31) it is easy to see that the flow X defined by

X(t,x) = W(X(t, 0"} () for (t,2) € R x Y3, (2.32)
is the flow associated with the vector field
b=a( where a(z) == a(¥ (x))a(z) for x € Ys. (2.33)

Now, let p be a probability measure on Y5 and let i be the pushforward measure of p by W.
Then, by equality (2.32) we have for any function f € L}(Ys, 1) and f:= fo U1,
FX () duly) = | FX(t)) ()
VteR, v v (2.34)
[ = sl dnt) = | (TR0 = Flo)] dita).

The first equality of (2.34) shows that the probability measure p is invariant for the flow X
if, and only if, the probability measure [ is invariant for the flow X. The second equality of
(2.34) shows that the probability measure p is ergodic for the flow X (recall definition (1.14))
if, and only if, the probability measure f is ergodic for the flow X. Therefore, since by (2.31)

—~

the function @ does not vanish in Y3, from the first case applied with the Stepanoff flow X we
deduce that for any invariant probability measure p in %, 3,

u(fa=0}) =7 ({ao v =0}) = i ({(a0w™)a=0}) = ({a=0}) =1,

which concludes the proof of Theorem 2.1. O
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2.4 A complete picture of the Stepanoff flow

It turns out that the Stepanoff flows allow us to illustrate the four cases of Proposition 2.4 as
well as the results of Section 2.3. To this end, consider a vector field b = a ( in C;(Y2)2, where
a is a function in Cj (Yz) and ¢ is a unit vector in R?.

1. Assume that the function a has a constant sign in Y5, for instance a > 0 in Y5.

On the one hand, when the vector ¢ is commensurable in R?, i.e. T¢ € Z? for some
T > 0, we have the following alternative:

e If the function a(- { + x) does not vanish in R, it is easy to check that

t
d
X(t,x)=F;'(t)( +x, where F,(t):= / ( ° for t € R, (2.35)
0 a

sC+x)

and F ! denotes the reciprocal of the function F,. Therefore, we get that

lim X(t,z) =m(z)(, where m(x):= <%/0 G(L) € (0,00). (2.36)

t—o0 t tC+ {E)
The limit m(z) in (2.36) is deduced from the T-periodicity of a(-{ + z) (due to
T ¢ € Z? and the Z*-periodicity of a).
o If a(x) = 0, then we have X(-,z) = z. Otherwise, if a(z) # 0 and the function
a(- (+x) does vanish in R, then the new function F, obtained by a similar expression
as the one of (2.35), is defined not on R but on the bounded interval (a,, 3;) of R,

where a, < 0, respectively 8, > 0, is the largest negative, respectively the smallest
positive, root of the T-periodic function a(-{ + x). More precisely, we have

X(t,x)=F ' () +x fortecR,

where F,(u) := /Ou % for u € (. B.). (2.37)

Hence, the reciprocal F;' maps R on the bounded interval (a,,3,), so that the
trajectory X (-, z) is bounded in R?. Therefore, we get that

X(t
lim (t,2)

t—o00

= Ope. (2.38)

On the other hand, when the vector ¢ is incommensurable in R?, by virtue of [3, Theo-
rem 3.1] (see also [9, Proposition 5.4]) we have

a ifa>0in Y -1
Coc = taj¢ ? where a := </ ﬂ) € [0,00). (2.39)
[0,a] ¢ if a does vanish in Y5, v, a(y)

More precisely, when a > 0 in Y3, the unit set {a} ¢ is also deduced from formula (2.35).
Then, we approximate the continuous function 1/a uniformly on Y3 by Fejér’s type
trigonometric polynomials, and we notice that

I
keZ? 2 li (—/ “ZimsCk g ) = 0.
VkeZ\{Oge}, fim | i e s 0
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On the contrary, when the function a does vanish in Y5, we may apply the perturbation
result [, Theorem 3.1] with the sequence a, := a + 1/n > 0 for n > 1, since by the
previous case C,, ¢ = {a,} ¢ and by Beppo-Levi’s theorem

d —1
lim a, = lim (/ —y> =a € [0,00).
n—oo — n—o00 Y, a(y) =+ ]_/n

Therefore, collecting limits (2.36), (2.38) combined with (1.18), (1.21), and the incom-
mensurable case (2.39), we obtain the complete characterization of the Herman rotation
set Cp, for the Stepanoff flow, when the function a has a constant sign:

[H}l/in m, max m} ¢ if ¢ is commensurable in R?
Cac = {a} ¢ if ¢ is incommensurable and @ > 0 in Y; (2.40)

[0,a] ¢ if ¢ is incommensurable and a does vanish in Y5,

with the convention

{ a:=0 if1/a¢ Ly(Y2) (2.41)
m( '

x):=0 if a(-{ + x) does vanish in R.

Note that in the first case of (2.40), the whole rotation set C, may be represented thanks
to the asymptotics of the flow X, namely we have

X
Vue S, JozeYe, p(b)=lim (t,:c)'

t—o00 t

(2.42)

The situation is less clear in the third case of (2.40).
2. Now, assume that the function a does change sign in Y5, which in particular implies that
a does vanish in Y5 (with possibly an infinite number of roots).

The case where ( is commensurable is quite similar. Indeed, using the explicit formula
(2.37) of the flow X, the first formula of (2.40) for C, still holds.

On the contrary, applying Theorem 2.1 with & = (, the case where ( is incommensurable
leads us to the null asymptotics of the flow, or equivalently by (1.23), to C, = {Og2}.

Let us now illustrate the cases (I), (II) (III), (IV) of Proposition 2.4 thanks to Stepanoft’s flows
with suitable functions a.

(I) Let ¢ := ey, and define a(x) := ay(x1) as(xs) for x = (x1,x9) € Ya, where a; is a positive
function in Cj (Y1) and ay is a non constant function in C}(Y;) with a finite positive
number of roots in Y] (so that a has a constant sign). Then, the function m defined in
(2.36) is given by

m(z) = ay(z2) (/0 % dt) = aj ax(wg) for x € Yo,

t—i-l'l)

where a; denotes the harmonic mean of a; on Y;. Therefore, from the first case of (2.40)
we deduce that

Coe, = [min a9, max ag} ajer, with minas < maxas.
Y1 Y1 - Y1 Y1

22



(IT) We take again the previous example, but assuming this time that the function ay is a
constant function c; € R. Therefore, we deduce that

Coe, = {ar1 2} en.

(ITT) Let ¢ be an incommensurable vector in R?, and let a be any positive (or negative) function
in C}(Yz). Therefore, from the second case of (2.40) we deduce that

Ca61 - {Q} C

(IV) Let ¢ be an incommensurable vector in R?, and let a be any vanishing non negative (or
non positive) function in Cy(Y3) with a finite number of roots in Y5. Therefore, from the
third case of (2.40) we deduce that that C, . is the closed line segment

CGC = [ng] g
An example of such a function a is given by
a(z) := (sin®(rzy) +sin’(722))", 2= (z1,22) € Ya, for any a € (1/2,00),

which satisfies
_{ € (0,00) ifa€ (1/2,1)
4= 0 ifa>1.

Let us conclude this section by a remark on the necessary regularity restriction of the vector
field b under the incommensurable case (¢) of the Franks-Misiurewicz Theorem 1.1.

Remark 2.7 Theorem 2.1 shows that the incommensurable case of the Stepanoff flow associ-
ated with a vector field a (, with a € Cﬁl(Yg) and ¢ incommensurable in R?, is fully characterized
by the four following situations:

{Ogz} if a changes sign in Y

c {Or2} if a has a constant sign and does vanish in Ya, with 1/a ¢ Ly(Yz) (2.43)
° 0,a] ¢ if a has a constant sign and does vanish in Ys, with 1/a € Li(Y>) .

{a} ¢ if a does not vanish in Y.

Therefore, the case (¢) of Theorem 1.1 holds only when a does vanish and has a constant sign
in Yy with 1/a € Lj}(YQ) This condition is rather restrictive, since it cannot be satisfied by a
function a € C’f(Yg) Indeed, if for instance the non negative function a € Cﬁ2(Y2) vanishes at
the point Ogz, then we have Va(Ogz2) = Ogz2, and we deduce that there exist R > 0 and C' > 0

satisfying
R
d Z/ d Z/ %d$:27TC/ ﬂzoo. (2.44)
Ya la(z)] {|z|<R} ()] {|z|<R} || o T

Beyond the Stepanoff flows class, the same restriction applies in the more general framework
of Proposition 2.7 (it1). Indeed, in this setting the vector field b reads as b = a ®, where ® is a
non vanishing vector field, and where a = 1/ with o(z) dx an invariant probability measure in
Fy, is a vanishing non negative function which cannot belong to C’ﬁQ(Yg) due to (2.44).
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3 Fourier relations satisfied by invariant measures

The following result provides an integral relation and equivalent Fourier relations satisfied by
any pair of invariant probability measures for the flow (1.1). As a by product the Fourier
relations (3.3) for j = k extend the Franks-Misiurewicz collinearity result (1.28).

Theorem 3.1 Let u and v be two invariant probability measures for the flow (1.1) associated
with a vector field b € C;(Y3)*. Then, there are unique (up to additive constants) stream
functions u¥, v* in BV,(Y3) defined by the vector-valued measure representations (see Remark 3.1

Just below)
bu=pu)+ R, VU and bv=v(b)+ R, VV* inYs. (3.1)

Moreover, for any function p € C’f(YQ xYs5), we have the following integral relation
[ oty det 00). 00 dnto) o)
=R,v(b)- dy | b(x)d — Ry u(b) - dz ) b(y)d
1v(b) /w(/wp(m,y) y) () dp(z) — Rop(b) /YQ(/YQp(x,y) w) (y)dv(y)  (3.2)

il Op ) F ) ot
+/}/2/§/2(3I13y2 B x50 u* () v (y) ddy,

or equivalently, in terms of the Fourier coefficients

¥ (j, k) € (Z2\ {0ge})? U {(Oge, 02)},  dlet (sib(j), vb(k)) = — 4 det (5, k) wF(j) vi(k). (3.3)

Remark 3.1 The two equalities of (3.1) have to be understood in the sense of the vector-valued
Radon measures on Ys, including an integration by parts for the orthogonal gradient term. For
instance, the first equality of (3.1):

e on the space R?, according to the definition of the Radon measure i € 4 (R?) in (1.25),
means that for any smooth function with compact support ® in C>*(R?)?,

/R b(a) - @) i) = /R p(b) - B(a) i + /]R (R @)t dr, (34)

e or equivalently, on the torus Yy using (1.25), means that for any Z*-periodic function ¥
in Cg°(Yz)?, which is associated with a periodized function W := ®; by [0, Lemma 3.5],

/Y b(x) V(x)du(x) = /Y w(b) - U(x)de — / R, VU(2) - dVu!(z)

v (3.5)
= / w(b) - U(z)de + / div(R, ) () v (z) da.
Y2 Y2
See Appendiz 6.2 below for further details.
Remark 3.2 As an immediate consequence of relation (3.2), we have
VieCw). [ [ faty) det(bla).by) du(e) dvly) = 0. (36)
Yo Yz
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Indeed, for any function f € C'ﬁQ(Yg), by (1.28) the function p : (x,y) — f(z £ y) salisfies the
equalities

Rt [ / o) dy ) o) dua) = R [ ([ sto 2 de) by vty

Ys Yo MY

=2 f det (u(b), v(b

and
Pp  Pp
0210y, Ox20

The case where the function f is only continuous easily follows from a density argument.

=0 n YyxYs.

Remark 3.3 Actually, in any dimension d > 2 and for any invariant probability measure p
related to the flow (1.1) induced by any vector field b € C}(Yq)?, we have the Fourier relations

Vk € 74\ {O0ga}, pb(k) k= 0. (3.7)

Indeed, applying the divergence-curl equality (1.27) with measure p and any regular function ¢
in C°(Ya), and using Parseval’s equality, we get that

Vily) - bly) dpuly) = —2im Y D(k) k- ub(k).

Ya
which, due to the arbitrariness of v, thus yields (3.7).

Remark 3.4 Note that the case j = k = Ogz in relation (3.3) corresponds to the collinearity
result (1.28). Furthermore, changing k by — k for any integer vector k, a by-product of relations
(3.3) is given by the following correlation between the Fourier coefficients of any two divergence
free vector-valued measures b and vb,

Vi k€ Z2\ {Og2},
det (Re(1b(j)), Re(vb(k)) ) = det (Tm(ub(7)), Im(vb(k))) =0 (3.8)

det (j,k) =0 = e . e N
det (Re(ub()), Tm (vb(k)) ) = det (Im (ub(j)), Re(vb(k)) ) = 0.
Therefore, Fourier relations (3.3) and (3.8) may be regarded as an extension of the Franks-
Misiurewicz [15, Theorem 1.2] for the continuous flows to the ODE’s flows, with more substan-
tial correlation between the invariant measures.

On the other hand, since the stream functions u* and v* of (3.1) belong to L;(Y2), from
relations (3.3) and Parseval’s formula we also deduce the estimate

2.

(4,k)€Z2 %72, det (5,k)#£0

— —~ 2
det (ub(j), vb(k)) 41,4112 12
det (7, %) <167 |lu ||L§(Y2) v ||L§(Y2) < 0.

Proof of Theorem 3.1. The proof of the classical representation (3.1) is postponed in Ap-
pendix 6.2.
The case j = k = Oge in (3.3) corresponds exactly to the collinearity result (1.28).
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Now, let j,k € Z*\ {Og=}. Taking the Fourier coefficients of the representations (3.1) of the
vector-valued measures pb, vb respectively at the integer points 7, k, and using Kronecker’s
symbol 0, we get that
det (1b(7), vb(k)) = (1(b) 80,0, + RV ())) - Ry (v(b) Gho,, + RV (E))
= Vui(j) - RuVeR(k) = — 4 det (3, k) uF(j) v (k),

which implies the Fourier relations (3.3).
On the other hand, a trigonometric polynomial ¥ in Y5 xY5 can be written as

Y(x,y) = Z Cik e 2mGethy)  for (z,y) € YaxYs,
(j,k)eIxK

where J, K are any non empty finite subsets of Z*, and ¢ for (j, k) € Jx K are any complex
numbers. Taking into account equality (1.28), any trigonometric polynomial ¥ satisfies the
three following equalities:

[ [ sepdeo@am) @ i) = S e det (abG),0b(R),
Y2/ Y2 (G:k)ET X K\{(0g2.0z2)}

and

- R [ 2 ([ Sy i) o) dv(y) + o) - [ | (f Sy dy ) b() di(a)
= Y copndet (1b(0g2), vb(R)) + D" o, det (ub(5), vb(0s2)),

ke K\{0p2} J€I\{Og2}

,y) — aiayl'(x y>> () v (y) dedy = —dn® 3 ey det (5, k) () v (k).

(j,k)EJXK

Yo J Yo 835 1 a?/2

These equalities combined with relations (3.3) yield

/Y2 /YZE@Z/) det (b(x), b(y)) dp(x) dv(y) + Ropu(b) /

_RJ_I/ /

— Z Cjk det (/:B(])a Vb(k))

(J:k)€J\{Og2 } x K\{0p2 }

— _4p? D c;x det (j, k) ué (5) vi (k)

(4,k)€T\{0p2 } x K\{Op2 }

= —an® Y e det (k) ah(G) A (A)

(7, k)GJXK

([ cy)is) o) dvty)

§<
o

(] =) dy) o) duo

:S
:S

(3.9)

0’
/YY 31’15?;2 y)_8x28y1($’y>>uﬁ(w)”ﬂ(y)dﬂfdy-

Hence, any trigonometric polynomial X satisfies relation (3 2) Therefore, applying Fejér’s
approximation theorem to the continuous functions p and (%1 8y2 85228‘;1 in Y5 x Y5, we deduce
from (3.9) that any function p € C?(Y, xY,) satisfies the integral relation (3.2).

The proof of Theorem 3.1 is now complete. 0
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The Fourier relations (3.3) are not satisfied in general for any pair of vectors (j, k) € Z>.
Surprisingly, the validity of the Fourier relations (3.3) adding all the pairs (j, Ogz) and (Ogz, k)
with j, k € Z?\ {Ogz}, characterizes a subclass of two-dimensional Stepanoff flows as shows the
following result.

Proposition 3.1 Let b € C'ﬁl (Y2)? be a vector field which has a finite number of roots in Ys,
with 1/|b] € Lj(Y2), and such that there ewists an invariant probability measure m € 9, for the
flow (1.1), with m(b) incommensurable in R%. Then, we have the following equivalence

Vv € Jy Vik € T2, det (ublj), vb(k)) = —4n® det (j, k) u(j) vF(k)
) (3.10)

1
Ja € C; (Ya) with constant sign such that — € Ly(Ya) and b= am(b) in Y.
a

Proof of Proposition 3.1. Assume that the Fourier relations of (3.10) hold. Let u* be the
stream function in L3(Y5) associated with m, i.e. by (3.1) satisfying

mb=m(b) + R, Vu' in Ys. (3.11)
Taking ;1 = v = m and j = Ogz in the first assertion of (3.10), we get that
Vk € Z2\ {0g2}, det (m(b), mb(k)) = — 2im uf (k) m(b) - Rik = 0.
This combined with the incommensurability of m(b) yields
Vi e Z2\ {Op}, ub(k) =0,

which implies that u* is constant in Y. Hence, we deduce from (3.11) that mb = m(b) in Y.
Then, we have for any function ¢ € C’j? (Y2) and for any € > 0,

/Y2 (%) -b(z) dm(z) = /Y2 <%> -m(b) dz.

Passing to the limit as € — 0 in the previous equality and using Lebesgue’s theorem with
respect to measures dm(x) and dx (recall that 1/[b] € Ly (Y2)), we get that for any ¢ € C)(Y2),

[ e 1) dmta) = [ o) "D Ly (a)
or equivalently, ) )
Ly 0,01 () dm(z) = % Lipr0,01(z) dr in Ya.

Multiplying by b(x) the previous equality and using that b(x) dm(z) = m(b) dz in Ys, it follows

that

b(x) - m(b)
|b(z)[*

Therefore, since by hypothesis b has a number finite of roots in Y3 and m(b) # Ogz, we deduce

from (3.12) that the function a defined by

m(b) = b(x) for any x € {b # Og2}. (3.12)

0 if b(l’) = OR%



satisfies b = am(b) in Y, belongs to Cj (Yz) since b does, has a constant sign, and

1 |m(b)
=)

lal

€ Ly (Ya).

Conversely, assume that the vector field b reads as b = a &, where a is a non negative (for
instance) function in CJ(Y3) having a finite number of roots in Y, with 1/a € Lj(Y3), and
where ¢ is an incommensurable vector in R%. Then, by virtue of [29, 25] and more precisely by
[9, Proposition 5.1, Remark 5.2]), the set &, of the ergodic measure of the associated so-called
Stepanoff flow [31] is finite and is given by

& = {m(dz) = a/a(x)dz} U {5, : a(x) = 0},

where m is also the unique invariant probability measure on Y, which does not load the zero
set of a. Since by (1.17) each probability measure in ., is a convex combination of elements
of the finite set &, it is enough to show that any pair (u,v) of measures in &, satisfies the
Fourier relations (3.10). It is immediate if at least one of the two measures in the pair (u, ),
for instance pu, is a Dirac measure 0, with a(x) = 0. Indeed, we then have 6, b = Ogz, so that
/Tb = 0. Otherwise, we have u = v = m. Therefore, since mb = a& = m(b), the associated
stream function u* defined by (3.11) is constant in Y3, so that the Fourier relations satisfy

Vi k€72, det (mb(j), mb(k)) = det (m(b) §;0,,,m(D) dro,) =0
— dn? det (j, k) 6 (j) ub(k) = — 4n2det (j, k) 80, O, (uF)? =0,
which yields the first assertion of (3.10). This concludes the proof of Proposition 3.10. O

4 Dimension two versus dimension three

The situation for the three-dimensional ODE’s flow is radically different, since we have the
following result.

Theorem 4.1 For any closed convex polyhedron P of R® with rational vertices, there exists a
vector field b € Cﬁl()/3>3 such that the associated Herman rotation set Cy, agrees with P.

Remark 4.1 Theorem 4.1 illuminates the gap between dimension three and dimension two in
relation to the asymptotics of the flow. Indeed, the Franks-Misiurewicz Theorem 1.1 ensures
that the two-dimensional rotation set Cy is always a closed line segment of R2.

The three-dimensional result of Theorem 4.1 appears as the extension in dimension three of
the similar two-dimensional closure result of Kwapisz [23] for any convex polygon with rational
vertices, which is obtained for a suitable lift F' : R?> — R? of some homeomorphism on Y,
homotopic to identity, rather than the ODE’s lift X(1,-) : R* — R? associated with a suitable
two-dimensional vector field b.

In [22, Ezample 4] Llibre and Mackay considered a specific set of cylinders, while the novelty
in Theorem 4.1 comes from the construction of a general class of cylinders (see Figure 1). The

aim in both approaches consists in deriving a rotation set which has the shape of a convex
polyhedron of R3.

In the sequel II denotes the canonical surjection from R? on Y;. We need the two following
results which are based on the rationality of the vectors.
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Figure 1: Four cylinders being at a positive distance from each other in Ys.

Lemma 4.1 Let £ = a'k be a vector of R, with o € R\ {0} and k € Z3\ {Ogs}. Then, TI(RE)
1s a closed set of Ys.

Lemma 4.2 Let (£',...,6"71) be n—1 vectors in Q3\ {Ogps} and let &* € Q3, forn > 2. Then,
there exist n points x*, ..., 2" in R® such that

Vi£je{l,...,n}, Mz'+R&)NI(2! + RE) = O, if €0 2 Ogs,

Mz +REHYNTI(2? +RE) =0 (4.1)
Vi#£je{l,...,n—1}, , , if £ = Ops,
(2" +R&) N {0y} = 0,
Proof of Theorem 4.1. Let P(£',...,&") be a closed convex polyhedron of R? with rational
vertices, and let &', ..., "1 be non null vectors of R3.
First case: & # Ogs.
Consider n points z', ..., 2" € R? satisfying the first assertion of (4.1). By virtue of Lemma 4.1

and Lemma 4.2 the sets [1(x! + R&Y) for i € {1,...,n}, are two-by-two disjoint compact sets
of Y3, and consequently are at a positive distance from each other. It follows that there exists
a small enough r > 0 such that the closed cylinders C; of axis (z* + R¢") and of radius r > 0

satisfy
Vi#je{l,...,n}, dist(II(C;),II(C;)) > 0. (4.2)

Indeed, for any x € C; and any y € Cj, there exist s,t € R such that
v —2" —s¢|<r and |y—a/ —t&| <,
which using definition (1.9) implies that
— o ; ¢ (Y S A —
dy,(TM(x), 11(y)) = inf |z —y — k| > inf [o'+ s —a? —t& — k| —2r
= dy, (TI(2" + s &), (27 +t&9)) — 2r

> dist (IT(z" + R &), (27 + RED)) — 2r.
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Hence, recalling that the sets II(z* + R&") for i € {1,...,n}, are two-by-two disjoint compact
sets of Y3, any number r satisfying

0<r< E min [dist (TI(z' + R&"), (2 + R&))]
i#je{l,....,n}

yields (4.2).
Figure 1 represents the n = 4 two-by-two disjoint “cylinders” of Y3

Al - H(Cl), Bl - H(CQ), A2 — H(Cg), Ag — H(C4),

such that the cylinders C;, Cs, Cs, Cy of R? have respective directions e, ey, e, €.

Next, thanks to the well-separated condition (4.2) we may consider a partition of unity
(01, ., ¢n) in Cf(Y3) associated with the sets II(C}), ..., II(Cy), satisfying

0<¢; <1 inYjz, for any i € {1,...,n},
;=1 in II(C;), foranyie{l,...,n},
) (Cs) { } (43)
Z p;=1 1in Yj3.
i=1
Now, define the vector field b € CJ(Y3)* by
b(y) ==Y @ily)& foryeYs, (4.4)
i=1
In view of the definition of b, we get that for any i € {1,...,n} and any point z in the interior

C; of the cylinder Cj,

d

VteR, z+t&eC; and bo+16)=¢ =~ (

v +tg),
which by a uniqueness argument, implies that the flow X (-, x) satisfies
VteR, X(t,z)=z+t&

Hence, it follows immediately that £ € C,. Therefore, by convexity the rotation set C, contains
the closed polyhedron P(&!, ... &),

Conversely, by the definition (4.4) of the vector field b combined with (4.3), we have for any
invariant probability measure p for the flow associated with b,

n

u=>( [

i=1 3

el dutn) )€ vitn Y [ al)duty) -1
i=1 JY3

€[0,1]

Hence, the vector u(b) belongs to P(¢t, ..., &") for any u € %, so that the rotation set C,
agrees with the polyhedron P(¢!, ... £"). This concludes the first case.

Second case: £" = Ogs.
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Similarly to the first case, the sets II(CY),...,II(C,-1) and {Oy,} are at a positive distance
from each other. Hence, we may consider a partition of unity (41, ..., ¢,) in C}(Y3) associated

with II(Cy), ..., II(C,,—1) and {0y, } satisfying

([ 0< ;<1 inYsj, for any ¢ € {1,...,n},
w; =1 in I1(C;), for any i€ {1,...,n—1},
SOn(OYg) =1,
d pi=1 inYs
\ i=1

Now, define the vector field b € CJ(Y3)* by

n—1

b(y) ==Y wi(y) & fory € Vs,

i=1

As in the first case we conclude that the rotation set C, agrees with the convex polyhedron

P&, ... €77 Ogs).
The proof of Theorem 4.1 is now complete. O

Remark 4.2 Contrary to dimension three, the geometrical structure (4.4) of the vector field b
is mecessarily restricted in dimension two to a stratification in some direction k € Z*\ {Og2} by

b(y) == wily) ik fory € Yz,
=1

where (@1, ..., p,) is a partition of the unity in C’ﬁl (Y2; 10, 1]) associated withn subsets Ay, ..., A,
of Yo which are two-by-two disjoint closure open strips in the direction orthogonal to k, and
where aq, . ..q, are n real constants. See Figure 2 with two strips Ay, As in the direction or-
thogonal to the vector k := ey + ey. This leads us to a closed line segment Cy, carried by [Oge, k].

Proof of Lemma 4.1. By the definition of the canonical surjection II we have

I (I(RE)) = | ( + RY). (4.5)

jez3

Denoting by x the cross product in R3, the formula of the distance between two parallel lines
in R3 combined with equality £ = a k, yields

[(h —j) <& _ [(h—j) x k|

Vh,jeZ dist(h+RE&j+RE) = q 7 ,

which, according to the alternative (recall that k € Z?)
(h—3) |l & or |(h—7) X k|is a positive integer,
implies that
h+R&{=j5+RE

Vh,jeZ? ot ) (4.6)

dist(h +R&,j+RE) > ﬂ
Therefore, in view of (4.5) and (4.6) the countable union I (II(R&)) of well-separated closed
cylinders is a closed set of R3, and consequently TI(R¢) is a closed set of torus Y. 0
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T

Figure 2: Above two strips being at a positive distance from each other in Y.
Below the periodic repetition in R2.

Proof of Lemma 4.2.

First case: £ # Ogs.
Let us prove by induction on n > 2 that the first assertion (4.2), including in the induction
hypothesis the condition

Vie{l,...,n}, 2'¢ Ey:= U U{xERgzx-kzp}. (4.7)

keZ3\{0z3} PEZ

The proof of the transition from n—1 to n includes the initialization with n = 2. Assume that
that the first assertion of (4.2) hold for the n—1 vectors &', ..., &" 1 in Q3 \ {Ogs}, with n—1
points z!,... "' in R? satisfying (4.7).

First of all, since for any i € {1,...,n—1}, for any k € Z3\ {Ogs} and for any p € Z, the
hyperplanes of R3

{reR’:z-k=p} and {zeR’:(z—2") -k=p}
have zero Lebesgue’s measure, so have the countable unions Ej in (4.7) and
n—1
E=) U U {erR:(@-2) k=p} (4.8)
i=1 keZ3\{0y3} PEZ

which implies that Ey U E # R3. Then, consider a point 2" € R?\ (Ey U E), and assume by
contradiction that for some i € {1,...,n—1}, there exists z € R? such that

[(x) € H(z" + RE) NII(2" + REM).
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Hence, there exist t;,t, € R and k%, k™ € Z? such that
r=2" 4+t k="t & K (4.9)

Now, solve the linear system of unknown (¢;, ¢, ):

Sti— &ty =2 —ai + k) — Ky

Eti — &ty = oy — 2 + k5 — Ky (4.10)

Gt — & tn = a5 —ah + kY — ks,
with &€, & k', k™ € Q% and £, €™ non null. If the vectors £ and " are not parallel, then for
example, the (2 x 2) determinant & &7 — €& is non zero, so that the two last equations of

(4.10) have a unique solution (¢;,t,) in R?. Putting this solution in the first equation of (4.10)
we get that

(o, a9, a3) € Q°\ {Ops}, o (2] — ) + oo (2§ — 2h) + a3 (2 — 2%) € Q, (4.11)

where oy = 1 in the case & &5 — &4 &2 # 0. The other cases are similar. Otherwise, if £ = o £"
for « € R\ {0}, then (4.9) yields

ot — 2" = (t, — aty) "+ K" — K,

which still leads us to (4.11). Hence, in all cases we deduce from (4.11) the existence of a vector
k € Z3\ {Ogs} such that (z" — %) -k € Z, which contradicts the choice 2™ ¢ E defined by (4.8).
Therefore, we obtain that

ViZje{l,...,n—1}, " +R&NII(a" +REM) = O,

which combined with the induction hypothesis shows the first assertion of (4.1).

Second case: £" = Ogs.

Let i € {1,...,n—1}. If Oy, € II(2" + RE’), then there exist t; € R and k* € Z? such that
' =1, & + k'. Hence, due to & # Ogs, there exists a vector k € Z3\ {Ogs} such that ' -k € Z,
which contradicts the induction hypothesis (4.7) for n—1. Therefore, the second assertion of
(4.1) holds, which concludes the proof of Lemma 4.2. O

5 Homogenization of 2D linear transport equations

Let T € (0,00), let b € C}(Y2)?, and let ug(z,y) € CI(R?* CY(Y2)). Consider the transport
equation in the cylinder Q7 := (0,T) x R?

8;: (t,x) —b(x/e) - Vyue(t,z) =0 in Qr 5.1)
u:(0,2) = ug(x, x/e) for x € R2.

In the sequel, we define for f € Li(Y3), the rescaled function f; by fo(z) := f(x/e), x € R®,

We have the following homogenization result.
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Theorem 5.1 Let b be a vector field in C'ﬁl(Yg)Q, and let o be an almost-everywhere positive
function in Yy satisfying

2r

1
o € W0 with e (200 and L€ L) with p> g (52
o r=

div(oh) =0 in Z'(R?) and = ob= /Y o (y) b(y) dy £ Oge. (5.3)

Then, for any function ug(z,y) in CI(R* C{(Ya)), the solution u. to equation (5.1) satisfies,
up to a subsequence,

() us(t,x) = v(t,z) :=U(t,z,-) weakly in LYQr), with q: Py —

€ (1,r), (5.4)
where U(t,z,y) € Lq(QT;Lg(Yg)) is solution to the infinite dimensional system of transport
equations i Ys

ou

E(tQ:ay) - b(y> ’ VyU(t,I,y) =0 nY;

div, (U(t, 2, ) b(y)) =0 in Y,

for a.e. (t,z) € Qr, (5.5)

and the weak limit v of o.u. 1s solution to the nonlocal homogenized equation

ov ¢

E(t’x)_W’V</Y2U(ta%y)b(y)-<dy> =0 inQr

v(0,2) = o ug(z, ) for v € R2.

(5.6)

Moreover, if C, = {C}, then homogenized equation (5.6) becomes the local transport equation

%(h x)—(-Vo(t,z) =0 in Qr (5.7)

v(0,2) = o up(z,-) for x € R%

Remark 5.1 Theorem 5.1 is an extension of [21, Theorem 3.2] and [9, Theorem 3.2 obtained
with o = 1, as well as an extension of [7, Proposition 3.1] obtained with o being the jacobian
determinant of some C*-diffeomorphism on Y,. The homogenized transport equation (5.7) was
also derived [S, Theorem 5.1] in any dimension under the sole assumption that the rotation set
Cp is a unit set, but without oscillating initial condition, i.e. for ug(z,y) independent of the fast
variable y.

In the two-dimensional framework of Theorem 5.1, the case #C, = 1 is regarded as a by-
product of the more general limit equation (5.6). This limit equation illuminates the specific
two-dimensional dynamics of Theorem 1.1, namely the fact that Cy is a closed line segment of
R%. As a consequence, the drift velocity term in equation (5.6) appears as a nonlocal term as
shown by Tartar [37, Section 2] in dimension one (see also [3, /] and the references therein).
However, and that is the new point, the nonlocal drift acts in a fized direction ¢ € Cy. In other
words, the loss of compactness by homogenization of the transport equation (5.1) holds only in
the direction of the rotation set C,.

Proof of Theorem 5.1. First of all, note that by virtue of [12, Proposition II.1, Theorem II.2]
equation (5.1) has a unique solution u. in L>®(Qr) for a fixed ¢ > 0. Moreover, using a
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density argument with o € W;’Qr/ (r+2) (Y2) and u. € L>®(Qr), and the change of test functions
o(t,x) — ¢(t, z) o-(t, z), the variational formulation of (5.1)

_/ %(t,x) ue(t, x) dtdx — $(0,2) uo(z, z/€) dx
Vo e C(0,T) x R?), T R?

+ /QT div (¢(t, z) be(z)) ue(t, ) dtdx = 0,

may be extended to

_ %(t, x) o (x) us(t, ) dtdx — $(0,2) 0. () ug(z, x/) do
Qr R2

Vo e C(0,T) x R?),
+/ div(p(t, z) oo () be(x)) ue(t, z) dtdz = 0.

Hence, since o b. is divergence free, it follows that for any ¢ € C°([0,T) x R?),

9¢

- —(t,x) oo (x) uc(t, z) dtde — [ ¢(0,x) oc(x) up(x, x/c) da
QT at R2
(5.8)
—i—/ o-(x) uct, z) b-(z) - Vo o(t, x) dtdx = 0,
T
which implies that the function v.(t,z) := o.(x) u.(t, ) is solution to the equation
O (4 ) — (@) bu(x) - V() = 0 in Q
., — O¢ e * ValUelt, =
ot g (5.9)
v:(0, ) = o(z) up(z, x/¢) for x € R2.

Then, multiplying formally |u.|*"? u. for s > 1 in equation (5.9), and integrating by parts with
0. b. divergence free, we get the equality

% (/R2 oo (x) |ue|*(t, x) dx) = /]1&2(06 be)(z) - V(|u€|s(t,x)) dr =0,

which can be justified by the regularization procedure used in the proof of [12, Proposition I1.1].
This combined with o € Li(Y3) and ug(x,y) € C(R?* CJ(Y2)), implies that there exists a
constant ¢ > 0 such that

/R2 oo (x) |ue|*(t, z) de = /R? o.(x) |up(z,z/e)|°de < c¢ for ae. t € (0,T). (5.10)

Next, recalling that X is the flow (1.1) associated with the vector field b, then e X (t/¢, x/¢) is the
rescaled flow associated with the rescaled vector field b.(x). Moreover, using the characteristics
method the solution u. to the transport equation (5.1) reads as

us(x) = ug(eX(t/e,x/e), X(t/e,x/c)) for (t,z) € Qr,
with
< bl oo vy

t/e
V(t,x) € Qr, |eX(t/e,x/e)—x|= 8/0 b(X(s,z/e))ds

Hence, since the initial condition wug(z,x/¢) is compactly supported independently of ¢, so is
the function u. in a compact [0,7] x K of Q7. Therefore, by the Holder inequality with the
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conjugate exponents ‘= and =, and by the Sobolev embedding W'"/U+2)(Yy) — L(Y3)
satisfied by ¢ in (5.2), from the estimate (5.10) with s = =2 we deduce that for a.c.

r—q ’
te(0,7),

r(g—1)

/R2 o (2) u-(t, z)|" dz = /R2(0'8(,I))r—1 (0o(2)) Jue(t, )| da

< ([ o)™ ([ ooy et ar) T <

which implies that the sequence v.(t, ) := 0.(x) u.(t, z) is bounded in L>((0,T); L4 (R?)).

On the other hand, by the two-scale convergence of Nguetseng-Allaire [1, 28] extended to
the L"-spaces in [24, Section 3], there exists U(t,z,y) € LY(Qr; L{(Y2)) such that (5.4) holds
as well as the two-scale limit

lim</ ve(t, x) O(t, z,x/e) dtd$) :/ Ul(t,z,y) ®(t,x,y) dtdxdy, (5.11)
Qr QrXY2

e—0
for any test function ® € C([0,T]; C*(R?; C3°(Y2))).
Now, let us follow the two-scale procedure of [21, Section 2] (see also [9, Section 2]). Testing the
variational formulation (5.8), respectively with any function ¢(¢, z) € CL([0,T) x R?), and with

function ¢(t, x) = e p(t, x) Y(x/e) for any ¢(t,z) € CH([0,T) x R?) and for any ¢ € C/(Y3),
and passing to the two-scale limit as type (5.11), we get that, respectively

_/Q ) %(@@U(t,x,y) dtdxdy—/ ¢(0,z) uo(x, y) ddy

s (5.12)
4 / b(y) - Vad(t,2) U(t, 2, ) didedy = 0,
QrxYa
and
/ o(t,2) by) - V) UL, 2, y) didady
QrxY2 (5.13)

= / go(t,:z:)( U(t,z,y)b(y) - V,(y) dy> dtdx = 0.

T Ys
Due to the arbitrariness of functions ¢(t, z) and ¥ (y), equation (5.13) leads us to (see, e.g., [9,
Proposition 1.1])

div, (U(t,z,-)b) =0 in Z'(R?), for ae. (t,2) € (0,T) x RY, (5.14)

or, equivalently, U(t,x,y)dy is a signed invariant measure for the flow X associated with the
vector field b. Note that since 1/0 € L{(Y2) by hypothesis, the function U(¢, z,-)/o is in Lgl(Yg),

where by (5.4)
1

1 1

4= -,

p q T
while by (5.2) the function o is in L{(Y3). Then, by virtue of [9, Lemma 2.2] taking the pair
(00, f) = (0, U(t,x,-)/0) in the product L{(Ya) x LQ'(YQ) rather than in Lj(Y3) x Lg®(Yz), the
function U(t, z,-)/o is an invariant function for the flow X (related to Lebesgue’s measure), so
are the positive and negative parts U%(¢,x,-)/o of U(t,z,-)/o. Then, again by [, Lemma 2.2]
the measures U* (¢, z, y) dy are invariant for X. Moreover, applying the collinearity result (1.28)
with the probability measure u(dx) = o(z)/d dr which by (5.3) is invariant for the flow X and
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satisfies 1(b) = o b = ¢ # Oge, we get that C, is a closed line set carried by a vector line spanned
by . Hence, we deduce that

Ut,z, )bo=U*(t,z,. )b—U-(t,x,-)b || ¢ ae.(t,x) € Qr. (5.15)

Therefore, putting (5.15) with the definition (5.4) of v(t, z) in the two-scale limit problem (5.12)
we get that

_/QTXYZ%(t,x)v(t,x)dtdyc—/RQXYQ 6(0,2) o uo(x, ) da
¢
—I—/QTXY2 Vao(t, x) - (U(t,x, J(b-0) W) dtdz = 0,

which is the variational formulation of the desired limit equation (5.6).
Finally, if in addition we assume that C, = {(}, condition (5.15) becomes the equality

Ult,z, )b=U(t,z,- ) =v(t,x)( ae.(t,z) € Qr,
which combined with (5.6) leads us to the homogenized equation (5.7). O]
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Appendix

6.1 Proof of (1.22)

Let ¢ be an extremal point of the convex set C,. By the definition (1.19) of C, there exists
an invariant probability measure u € %, such that p(b) = £. As a consequence of (1.18) and
(1.21) any limit point of X (¢,x)/t as t — oo, belongs to C,. Hence, we deduce from Birkhoft’s
theorem that

X (t
lim (t,2)

t— o0

= A(z) for pra.e. x € Yy,
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where A is some measurable function on Y, taking its values in C, and satisfying

| A@duta) = [ s auta) =

Ya Yy

Let us prove that A := {z € Yy : A(x) = &} is a full measure set. To this end, assume by
contradiction that pu(A) < 1, and set A°:= Y, \ A. From the equality

¢= [ Aw)dute) = p(A) e+ | A)dpu(a),

Y, Ae

it follows that ]

€= [ Awdua). (6.1)

Note that the set C, \ {{} is convex, since ¢ is an extremal point of C,. Then, considering the
supporting hyperplane to the convex set C, at the point £, there exists a non null vector ¥ € R?
such that

Vee A (£—A(x))-9>0.
Hence, from (6.1) we deduce that

1
0< / E—Ax))-vd mzf-ﬁ—( /Amd m)-ﬁzO,
i . (€ A@) - vdu() i . A@ ()
which yields a contradiction. We have just proved that
X
w(A)=1 and Vze€ A, tlim @ =¢. (6.2)

Next, define the set
X(t
B := {xEYd: lim X(t,z) zf}

t— 00 t
There exists an ergodic invariant probability measure v € &, such that v(B) = 1. Otherwise,
we have v(B) = 0 for any v € &, since the set B is invariant for the flow X (1.1) associated
with b (due to the semi-group property (1.24)). Then, by virtue of the ergodic decomposition
theorem (see, e.g., 11, Theorem 14.2]) we get that for any u € %, u(B) = 0. This contradicts
(6.2), since we have A C B and u(A) = 1.

Finally, applying Birkhoft’s theorem with this measure v € &,, we get that

X
lim @ = / b(y) v(dy) for v-a.e. x € Yy,
Yy

t—o00

which implies that £ = v(b). O

6.2 Proof of the measure representation (3.1)

We have chosen to work first in the space R? rather than directly in the torus Y5, for treating
the equations with no regular solutions in the distributional sense.

First of all, by virtue of the divergence-curl Proposition 1.1 the Borel measure i on R?
defined by (1.25) satisfies that b 11 is divergence free in R?. Hence, there exists a stream function
with bounded variation u € BVj..(R?) (see, e.g., [16, Theorem 3.1]), unique up to an additive
constant, such that

bii=R,Vu in Z'(Ry). (6.3)
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Next, let us prove that there exists u* € BV;(Ys) such that the stream function u of (6.3) reads
as

u(z) =&z +u(x) for ae. z € R?, where ¢&:=—R,u(b). (6.4)
Integrating by parts we have for any k € Z* and any ® € C>°(R?)2,

/R v (RL®) () u(r + k) dr = /

RQ

div (R, ®)(z + k) u(z) dr = / Oz + k) - R dVu(z),

RQ

which by (6.3) and (1.25) yields

/R i (RL®) () ulr + k) dr = /

Yo

[D(-+ K)]s(y) - by) duly) =/ Dy(y) - b(y) du(y),

Ys

which is independent of the integer vector k. Hence, we deduce that
Vo € C(R?)?, / div (R . ®)(z) (u(z + k) — u(x)) dx = 0,
RQ

which implies that there exists a constant ¢, € R such that

u(z + k) —u(z) = ¢ for ae. z € R (6.5)
Then, define the vector ¢ € R? by

E-e:=ci=u(-+e)—u forie{l,2}. (6.6)
It easily follows from (6.5) and (6.6) that
VkeZ® wulx+k)—ulz)=¢-k forae z€R?

which implies that the function u* defined by

u'(z) == u(x) —€-x for ae. € R?
is Z*-periodic, or equivalently, uf € L7 (Y3).

Next, by [¢, Lemma 2.3] there exists a function ¢ € C2°(R?) such that ¢y = 1 according
to (1.25). On the one hand, integrating by parts we have

/ o(x) Ry dVu(z) = (/ () da:) R ¢ +/ o(r) Ry dVu*(x)
R2 R2 R2
([ etty) Rig= R0 [ Vo)) ds,
Ya R2
which due to the Z? periodicity of u! yields

/ (@) RudVu(a) = Rie— Ry | Viuly) wi(y) dy = R.€.
R2 R2 N~ ——

On the other hand, by (1.25) and (6.3) we have

| o@ Ruau@) = [ olo)ba)diite) = | i) o) duty) = o)

=1
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Therefore, we get that § = — R, uu(b), which leads us to (6.4).

Finally, using successively equality (6.4), integrations by parts over Y, with Z2-periodic
functions and over R? with compact support functions in R?, and equality (6.3), we get that
for any vector-valued function ® € C°(R?)?,

/Y P:(y) - R1dVu(y) = /Y Dy(y) - Ri&dy + / Oy (y) - RLdVul(y)

Yo

— [ @) Regay+ [ aiv (R ) dy

Ys

:/R2 @(x)-RLfdij/ div (R, ®)(z) v*(z) dz

R2

= /}R2 div (R, ®) () (¢ -z + u¥(2)) dw = / div (R . ®)(x) u(x) dx

RQ

— [ #@) RuaVule) = | 0la) b diita) = [ @000 blo) duty).

Yo

namely,

Vo eCEEP, [ ) RudVaty) = [ @40) - b0) duly)

This combined with the representation of any smooth function in Cy{* (Y2)? by ®@; for a suitable
function ® € C°(R?)? (see [3, Lemma 2.3]), thus yields by (6.4)

bp =R, Vu=p)+ R, Vi inYs,

which is the desired representation (3.1). O
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